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The Planets have aligned for the Romanian Artificial Intelligence

On February 28t 2025, the Government and Consortium of Universities and Companies, have aligned to sign
the start of the Romanian Al HUB
... along with the rare alignment of Mars, Jupiter, Uranus, Saturn, Venus, Neptune and Mercury.
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HRIA —
° ° ° ° Co-funded b
Romanian Hub for Artificial Intelligence B

e

HRIA Consortium — 15 partners
Leader — National University of Science and Technology POLITEHNICA Bucuresti
Technical University of Cluj-Napoca i"i IT Center for Science and Technology SRL [§ NI
West University of Timisoara N Greensoft SRL é
Technical University “Gheorghe Asachi” of lasi Neural Grader SRL

7N\
University Politehnica of Timisoara Safetech Innovations SA (@
University of Bucharest it TEN SoftTehnica SRL

technology

University “Babes Bolyai” of Cluj-Napoca Technology Systems and Services International SRL

Beia Consult International SRL 2 €12 Terrasigna SRL TERRASIGNA

Project in the framework “Smart Growth, Digitalization and Financial Instruments Program” (PoCIDIF)
Duration: 5 years (2025-2029)
Non-reimbursable budget: 65 Million Euro



Main research topics

Trustworthy Al

Al Hardware Technologies

Intelligent and Autonomous Systems
Intelligent Human Computer Interfaces
Al in Medicine and Healthcare

Al in Cybersecurity and Space

Al Applications for Smart Cities

Al in Environment

Development and testing of Al
prototypes and systems

Intelligent and autonomous systems

Al in Cyb ity and S
Al Applications for n Cybersecurity and Space

Smart Cities

Trustworthy Al
Al Hardware Technologies

Al in Medicine

and Healthcare
Intelligent Human -

Computer Interfaces - .
- = Al in Environment

Al in Agriculture, Food and
Wood Industry

Development and testing of prototypes and Al systems
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ENFIELD: European Lighthouse to Manifest
Trustworthy and Green Al

D

Create a unique European Centre of Excellence that excels in fundamental research
in the pillars of Adaptive, Green, Human-Centric, and Trustworthy Al and will further advance the
research within applications of healthcare, energy, manufacturing and space

Project Concept Available Resources Strategic Initiatives Innovation Paradigm
- Research Labs - Policy Initiatives - DIHs and Incubators
- Data - Networks and Alliances - Industry Collaborations
7%: GREEN Al (SINTEF) - Infrastructure - (Inter-) National R&/ - Open Cascading Calls:
Projects TES & TIS
- DIHIWARE Platform
Q[E} ADAPTIVE Al (1M7)

HUMAN-CENTRIC Al (TUE) Consortium

30 partners from 19
European countries

%) ENERGY -9~ HEALTHCARE @“ MANUFACTURING % SPACE
% TRUSTWORTHY Al (TNU) ¥ nes 0= (iccs) Bl (poumi) @ =0 (ECOE)

Common Research Vision and Roadmap . . : .
Safety and Security Risks Assessment Framework Regulations UPB leadS WP4: Common Vl'SlOﬂ and Roadmaps
Standards and Certification and co-leads the Human-Centric Al thematic area

Collaboration, Networking and Exchange Programmes



[ Semantic Layer |

Consensus
in all Earth Systems,

at all scales, between

Different Views, R R & e R
Modalities and Tasks ;= e - ade
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for Earth Observation
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Predicted 3D Motion Layer
(Rotation & Translation)

Predicted Absolute 3D Pose Layer
(Location & QOrientation)

Vegetation —
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Unsupervised Learning by Neural Graph Consensus

Neural Graph Consensus Learning
for Multi-Layer 3D Scene Understanding

Dragos Costea

Alina Marcu Emil Slusanschi

m %grcr‘ g Ie

Rahul Sukthankar

Surface
Normals

Marius Leordeanu, Mihai Pirvu, Dragos Costea, Alina Marcu, Emil Slusanschi, Rahul Sukthankar
Semi-Supervised Learning for Multi-Task Scene Understanding by Neural Graph Consensus
Accepted at AAAI Conference on Artificial Intelligence (AAAI), 2021



Theoretical and numerical analysis

Mathematical intuition:

C 1 - a
Probability of success JU.HSUP — Z(xq T AT Z '{I"((] ))2

 fora single edge net q

NGC model with

N 2-hops paths acting
as teacher for a
student edge net P

Output of one edge

Ensemble Consensual output of path ensemble

teacher -
of N paths

Student edge net

Properties under independence assumptions:
Variance in the graph will decrease

Over many iterations the model could converge to the truth



Results over several unsupervised learning iterations

[teration 0 Iteration 1 [teration 2
Representation Evaluation Metric | EdgeNet NGC | Disul. EdgeNet | NGC | Distul. EdgeNet
L1 (meters) 4.9844 3.4867 4.2802 3.2994 3.9508
Depth Pixels T (%) - 79.30 60.66 79.69 61.90
Surface L1 (degrees) 8.4862 7.7914 8.28901 7.4503 7.6773
Normals (C) Pixels T (%) - 74.18 53.59 74.61 53.94
Surface L1 (degrees) 11.8859 8.8248 10.7500 8.5282 8.6714
Normals (W) Pixels T (%) - 79.95 57.88 81.12 61.14
Accuracy 0.9001 0.9181 0.9019 0.9245 0.9283
Semantic Segmentation | mlIOU 0.4840 0.4978 0.4980 0.5258 0.5159
Pixels 1 (%) - 79.46 69.62 81.49 71.95
Wireframe Accuracy 0.9617 0.9655 0.9654 0.9661 0.9655
Pixels 1 (%) - 77.71 12.57 78.02 73.46
Position L2 (meters) 25.7597 | 15.5383 20.0204 12.0764 15.5599
Orientation L1 (degrees) 3.8439 2.5001 3.3961 2.2088 3.0005




Consensus among multiple
interpretations improves not only
quality, but also space-time
consistency, which makes the
results more trustworthy

Predicting Depth

Difference between NGC and EdgeNet
In pUt RGB green pixels are improved

Output for EdgeNet (iteration 0) Output for NGC (iteration 2)



NGC learning is related to the idea of Homeostasis in living organisms

Homeostasis

The innate tendency of all living organisms towards a relatively stable
equilibrium between their many interdependent elements, in order to
maintain their life (Betts et al. 2016).

Betts, J. G., P. Desaix, E. Johnson, J. E. Johnson, O. Korol, D. Kruse, and K. A. Young. "Anatomy and
physiology. OpenStax." (2016).



Self-supervised Multi-task Consensus in the Hydra Nervous System
One of the first multi-neuron nervous systems

Food
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Multi-view and Multi-task Consensus could lead to
a self-regulatory and self-supervised way to achieve sustainability.



Self-supervised consensus in fully connected multi-task graphs

Emanuela Haller

eb—é_qn

€a—b Elena Burceanu

a, b — graph nodes representing different tasks
€, — graph edge representing a neural network transforming between

source task a and destination task b

Emanuela Haller, Elena Burceanu and Marius Leordeanu - Self-Supervised Learning in Multi-Task Graphs through Iterative
Consensus Shift — British Machine Vision Conference (BMVC) 2021



CShift CShift
iter 1 iter 2
input ground CShift Vs. CShift VS.

|m provi ng over image truth Expert iter 1 Expert iter 2 Expert
unsupervised |
learning
iterations

" CShift is better than the Expert
B cshift is worse than the Expert
B cshift is same as the Expert
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DroneScapes Dataset

Atanasie Gradistei Jupiter Barsana Comana

Olanesti " Herculane Slanic Petrova Norway

10 varied scenes, 9 in Romania and 1 in Norway
50 minutes of videos at 3840 x 2160 30 FPS

Includes GPS information, linear and angular velocities and absolute camera angles



Automatic Segmentation Propagation on Different Scenes

Only 1.6% of
of frames
are manually
labeled

Alina Marcu
Barsana

Marcu, Alina, Vlad Licaret, Dragos Costea and Marius Leordeanu. "Semantics through time: Semi-
supervised segmentation of aerial videos with iterative label propagation.” ACCV 2020.




Automatic Segmentation Propagation on Different Scenes

Only 1.6% of
of frames
are manually
labeled

Black Sea

Alina Marcu




Towards g
total scene |G s
multi-view

understanding

In space

and time /’ .
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Original RGB input frames
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Edges and soft segmentation: [Leordeanu et al, TPAMI 2014; Leordeanu et al, ECCV 2012]
Unsupervised metric monocular depth estimation: [Licaret et al, ICRA 2022; Pirvu et al, CVPRW 2021]




Self-supervised learning with
multi-view hypergraph consensus in the real world

Real-World Multi-task Hypergraph Real-World
Data Collection Consensus Deployment
Hypergraph Texture | /'\
Strgcture
UAV Definition HSV Depth Inference on i
o Unlabeled o SO
Data *
. 5|
@, O
;, = B - : y nsengys M~ =4
neds "Ning | Semantic
Perspective view scene

capture Continuous Unsupervised

E3 Learning Cycle for Novel

Disparity Normals | ‘ Drone Flights

Edges
Data Train the multi-task hypergraph until
collection and performance stability and temporal
| preparation consistency are reached

Marcu, A, M. Pirvu, D. Costea, E. Haller, E. Slusanschi, AN Belbachir, R. Sukthankar and M. Leordeanu. Self-
supervised hypergraphs for learning multiple world interpretations." In Proceedings of the IEEE
International Conference on Computer Vision, 2023.

Emanuela Haller



Types of Multi-modal Hyperedges

I

Edge (E)

Cycle Hyperedge (CH)

Setup: Given A, B, C as input nodes
and D, E as output nodes

T=1 T=2

®—®
Learn a transformation between a

given input node to any output node
through a neural network.

Dual-hop Edge (DH-E)

®= @)

® © © (CE

Learn a transformation between a
given input node to an output node and
then use the prediction to learn a
connection to another output node.

| Aggregation Hyperedge (AH) |

(W(E(©)

Learn the  mapping

—(©

from

the

concatenated volume of all input nodes

to each output node.

(W)

le

ABC— D’ ABCD’E" — D"
ABC—E’ ABCD'E' — E”

At T=1, build aggregation hyperedges for all
the output nodes. At T=2, learn a
transformation between the concatenation of
all input nodes together with the output nodes
predictions from all aggregation hyperedges
towards each output node.

Learning Hyperedge Consensus

N multi-path predictions

HxWxN

3x3x3 Conv3D

Hx W x 10

3%x3x3 Conv3D

HxWx5

End-to-end
Dense Map
Leamning

Ensemble
/ Qutput

N multi-path predictions

Hx W x N

3x3x3 Conv3D

HxWx10

3x3x3 Conv3D

HxW=x5

(0y,05, ., 0y)

A

Map-wise
weighted sum

Ensemnble
Output

N multi-path predictions

HxWxN
Hx W x 10
3x3x3 Conv3D
HxW=x5

3x3x3 Conv3D

HxWxN
Pixe|-wise
welghted sum

Ensemnble
Output

A

VL

F



Improving accuracy and temporal consistency
over iterations of self-supervised learning

Train

Type Semantic Depth Normals
IoU (1) Cons. (1)[L1 (}) Cons. (M|LI (}) Cons. (1)
reb-sup. 25.04 88.85 - - ’ .
reb-iterl 32.79 94.04 [21.66 5.89 [12.40 98.32
reb-iter2 37.26 95.72 |17.34 7.06 |[11.93 08.87

rgb-iter3 40.31 98.13 |16.64 30.26 [11.71 99.30

Train Train

Scene Train  Unlabeled Unlabeled Unlabeled
Name Labeled (iter 1) (iter 2) (iter 3)
Atanasie 76 4501 (76) 4500 (75) -
Gradistei 18 726 (18) 484 (12) -
Herculane 12 484 (12) 363 (9) -
Jupiter 21 847 (21) 605 (15) -
Olanesti 18 726 (18) 484 (12) <
Petrova 12 484 (12) 363 (9) -
Slanic 76 4501 (76) 4500 (75) -
Barsana - - - 1452 (36)
Comana - - - 1210 (30)
Norway - - - 2941 (50)
TOTAL 233 12269 (233) 11299 (207) 5603 (116)




Input image Mask2Former [Cheng et al, CVPR 2022]




Input image Mask2Former [Cheng et al, CVPR 2022]

Human Ours




Input image Mask2Former [Cheng et al, CVPR 2022]

Human




Learning Multi-view Earth Consensus for Predicting Climate




The Holocene period, representing the last 10 000
years (also marking the great development of human
civilization), is a relatively stable period of the earth
climate, in which different layers of the Earth System
found a dynamic equilibrium (consensus) with average
temperature varying less than 1 degree per year.



Consensus for Understanding Climate:
A Multi-modal Hypergraph Approach

Retrieve multi-sensor
satellite data

~

&\JASA Earth Observational Datd

Pirvu, M., Alina M., A. Dobrescu, AN Belbachir and M. Leordeanu. "Multi-Task Hypergraphs for Semi-
supervised Learning using Earth Observations." In Proceedings of the International Conference on

Computer Vision, 2023.

Define hypergraph structure

Input Nedes @

QOutput Nodes

Wl

Preprocess, normalize and
uniformly sample dataset

&

/Train Multi-Layer Hypergraph\
until Consensus is reached

--.-..~
~
~
S

Y

Generate pseudolabels on
missing data points

Sensor Data Unlabeled Data

@00® TUD

Y

’l

—"
Improve over
multiple training

="

iterations by adding novel ,
unlabeled data points

Alexandra Dobrescu



Experiments on NASA NEO Dataset

NDVI SNOWC LSTD LSTN FIRE LAJI LSTD 4gn

: :#r—‘-—_x‘#a st
CHLORA

s -
N 4 -

Input Representations Output Representations




Input Nodes

NDVI (270)
SnowC (270)
LSTD (271)
LSTN (271)
CLD_OT (271)
CLD_RD (242)
CLD_FR (242)
CLD_WP (242)
NO2 (215)
OZONE (215)
CHLORA (239)
SST (239)

Output Nodes

FIRE (270)
LAI (205)
LSTD_AN (271)
LSTN_AN (271)
ACD (270)
cMm (205)
wv (271)

Dataset

Split

Supervised Set (119)

TRAIN

VALID

| TEST

Semi-Supervised Set (118 + 30 + 62)

TRAIN

l

Not used
2000 «— 2004

201

VALID

TEST

TRAIN

Missing

20177 ——— 2022



Relative improvement (%)

Learning Consensus Ensembles and Self-Distillation over Iterations

Ensembles
20
S-NN (DW)
151 —— S-Mean
101 —— S-LR (FW)

| =

\
—5-
_10 4
Super\;ised lteration 1 lteration 2

baseline

Relative improvement (%)

Distillation

20
151

10

S-NN (DW)
S-Mean
S-LR (FW)

._.10 .

Super'vised
baseline

lterafion 2

Iterafion 3



Self-supervised Learning Adapts to Climate Changes

Baseline absolute results i Distillation results year averages
0.0241 —— Raw predictions —— lteration 2
00221 S-mootht.ed 2 g ——— lteration 3
—— Linear Fit o
0.020 1 c
— E 6 -
S 0.018 S
Z S
o
N 0.016 E a
W
0.014 2
(1]
- 2_
0.012 &
0.010 B s

2014 2015 2016 2017 2018 2019 2020 2021 2014 2015 2016 2017 2018 2019 2020 2021



Aerosol Optical Depth

Supervised Edge Semi-supervised Edge




Multi-view Hypergraph Consensus with
Multi-view Multiple Random Masking Auto-encoders

Initialize

3D surface normals
4 Pretrained

/Law-level

segmentation

Input
(Supervision)

Memory | (o
Layers —)

k 3D object boundaries

Output
(Learning)

HyperFormer
(General neural solution)

\

Optical flow

High-level

segmentation

Output

Input

Predictive \

and
Generative
Al Models

Analytic
solution 2

Analytic
solution 2

Mihai Pirvu



Introducing HyperFormer

6 Pseudo-labels for D
Output “rom Hyperedges unsupervised learning
Nodes yp Layers at Input Reconstructed Unmasked
to HyperFormer Layers at Output  Layers
Masked Node
..--..______ Hyperedge 1 Partially _
-.~.\ Masked ~ Unmagked Node L
) Layer 1 1
y L1 —>
o (@) P
~, Hyperedge 2 Entirely i
\ Masked -
) Layer :> L2
—
N Output nodes become <:>
. masked nodes that are {
R reconstructed from the :D
- input nodes ( visible S
. y S
tokens) in HyperFormer =
Hyperedge q g »
= -
. 23 -
Multiple Random Hyperedges for Output Node j ) (1 8
@
Output Output Output ) o
n:dz‘j‘ node . node j :> v v \./ LN
"-"\\ I_-'\\ ’I_-'\“ LN
/‘ . Input ‘\s ‘l, t'
node - oo e

Input
nodes

Hyperedge 1

Hyperedge 2

Hyperedge M

]

Multiple Random
Masking Configurations

Ensemble of outputs
for each node that was
masked multiple times




Creating Multiple Views from RGB

experts derived level 1 derived level 2

rgb (input)




Experiments on extended DroneScapes++

RGB Mask2Former (216 M)

Added 16 novel scenes : R i
to initial DronesScapes = T, ctle-objects
with 10 scenes PR | -

Ensembles-30 (4lvi)

sky

B ”
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. little-objects

=
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forest ! ﬁ_

Comana ; . s =
scene /%&/




Mask2Former (216M)
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Mask2Former (216M)

residential— forest

little-objects
water

Distillation (4M)

]
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Mask2Former (216M)

little-objects

£ T h

nsembles-30 (4M)

- (4

& iﬁttle-objects»

&

-

Bucharest »
scene = %




Self-supervised Multi-view Consensus improves both
accuracy and consistency over time

Mean loU Barsana | Comana | Norway | Mean

NGC-LR ICCV-23 (32M) | 46.51 45.59 30.17 |40.76

Mask2Former (217M) 63.371 |60.559 |37.986 |53.97

Ensembles-30 (4M) 63.806 |[63.186 |39.981 |55.324

Distillation (4M) 66.349 |61.112 |[37.696 |55.052
Consistency (%) Barsana | Comana | Norway | Castelul Bucharest | Mean

Corvinilor | Youtube

Mask2Former (217M) 93.97 94.68 98.42 |98.37 96.79 96.44
Ensembles-30 (4M) 93.94 96.12 98.08 |[98.05 97.26 96.69
Distillation (4M) 98.16 98.04 99.02 |[99.13 98.15 98.5




Developing Self-flying Drones in Our SpaceTime Vision and Robotics Lab

- ; . .
\ ’ L. ye's

Frames via Olympe

= e
7 =5

Music: “Fly to the Island” (Album: “Supersonic”) , composed, performed and co-produced by Marius Leordeanu



Key ideas: Learning semantic segmentation with minimal user labeling and
Unsupervised computation of metric depth

| Safety Flight I
Corridor |




Learn and discover in the twin virtual scene — Apply in the real scene

-
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Distill the complex Depth and Segmentation Auto-pilot
into a single small neural net (1.3 M params U-Net)

(Sim) - Depth and Segmentation vs Auto-Learner FI n al Sm al I U_Net AI‘C h IteCtU re

Distribution of Time to Find Helipad Distribution of Time to Find Helipad and Land
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Dancing with the Drones - Towards Human-Al Art and Peformance

Music: “Emergence” (Album: “Supersonic”) , composed, performed and co-produced by Marius Leordeanu



Fly to the Sky — A Cosmic Attraction

Music: “Cosmic Attraction”, composed, performed and co-produced by Marius Leordeanu
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