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Power without 
responsibility
– the AI version



Key concerns about AI

● Ethical,

● Legal, and

● Societal Aspects

→ Called also ELSA





Key concerns about AI implementation

● Jobs / unemployment

● Responsibility and accountability

● Privacy, surveillance, human rights

● Prevention of abuse

● Worst case scenario

● Devil‘s advocate



Ethics and societal aspects: Norman Wiener

● “The Human use of Human Beings“, as the phrase itself 
suggests, was written to start a public discussion of the new 
technology to a higher level of ethical awareness.

 
● Automated machines, Wiener observed, would takeover not 

only assembly line routine, but office routine as well. 

● Cybernetic machinery  "plays no favourites between 
manual labor and white collar labor.“ 

● If left wholly in the control of short-sighted , 
profit-maximizing industrialists, it might well „produce an 
unemployment situation, in comparison with which ... even 
the depression of the thirties will seem a pleasant joke.“



Kurt Voneggut

● Two years after Wiener issued that warning, the first cybernetic 
anti-utopia was written. 

● In „Player Piano“, Kurt Vonnegut, Jr., who had been working in the 
public relations department of General Electric, one of the 
companies most aggressively interested in automation, imagines 
a world of intelligent machines where there is "production with 
almost no manpower." 

● Even the barbers have been displaced by haircutting machines. 

● The result is a technocratic despotism wholly controlled by 
information technicians and corporate managers. 



● The book raises the issue whether technology should be allowed 
to do all that it can do, especially when its powers extend to the 
crafts and skills which give purpose to people's lives. 

● The machines are slaves, Vonnegut's rebellious engineer-hero 
insists.

● True, they make life easier in many ways; but they also compete 
with people. 

● And "anybody that competes with slaves becomes a slave." 

● As Vonnegut observes, "Norbert Wiener, a mathematician, said all 
that way back in the nineteen-forties."





Jobs and rights



Human rights



Human rights



Accountability, responsibility, transparency



New developments, new potential disruptions



Regulatory / legal framework

● Act on AI

● Classification of threats

● Focus on military aspects, terrorism, different types of 
warfare

● Security issues

● National framework: mostly non-existent, mostly 
difficulties with following new developments



Council of Europe, EU and national level 

● Committee of experts on media environment and reform 
(MSI-REF)

● In Committee of experts on media resilience and A.I. (MSI-RES)
- Guidelines on the responsible implementation of artificial intelligence 

systems in journalism
- Guidance Note on the Prioritisation of Public Interest Content Online
- Recommendation CM/Rec (202x)xx

 of the Committee of Ministers to member States
 on principles for media and communication governance

- Recommendation CM/Rec(20XX)XX of the Committee of Ministers to 
member States on electoral communication and media coverage of 
election campaigns

● AI Act
● New draft Mass Media Act in Slovenia



Work in progress: DIACON Project

These issues are addressed also in our new EU-funded project 
DIACOMET

Researching the importance of selfregulation and regulation of new 
digital reality including artificial intelligence in the society as a whole: 
whitin media, social media, political communication, marketing, public 
relations, education – all the areas that are affected by AI, algorithms, 
and where there is a lack of transparency, responsibility and 
accountability by many stakeholders.



DIACOMET Project



Accountability, responsibility





Paris AI Action summit – AI governance

Key research priorities include:
● Human & Planet Welfare – safeguarding rights, equity and  

sustainability

● Accountability & Transparency – ensuring explainability, and 
responsible decision-making

● Inclusive AI Governance – addressing bias and broadening 
participation
 

● Proactive & Global Regulation – anticipating AI‘s and fostering 
international cooperation



ELIAS Potential Issues



Thank you!




