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Trustworthiness and Safety

• Models trained on large-scale data can generate inappropriate content and lead to the 
development of unsafe behavior, because harmful content is introduced in the training set.

• We aim to make Vision-and-Language models safer by removing or managing their 
sensitivity to NSFW concepts.

Two models developed so far:
🡪 SafeCLIP: focus on safety preservation through unlearning/erase
🡪 HySAC: focus on safety preservation through awareness



Trustworthiness and Safety

🡪 NSFW content 🡪 “Not Safe For Work”, originally used on the web referring to 
inappropriate content.

🡪 We borrowed the definition from [1]:

“hate, harassment, violence, suffering, humiliation, harm, suicide, sexual, nudity, bodily fluids, 

blood, obscene gestures, illegal activity, drug use, theft, vandalism, weapons, child abuse, 

brutality, cruelty”.

[1] Schramowski, Patrick, et al. "Safe latent diffusion: Mitigating 
inappropriate degeneration in diffusion models." Proceedings of the 
IEEE/CVF CVPR 2023.



Concept representation

• To effectively represent concepts like “Violence”, we need a large and diverse dataset that 
captures the concept across a wide range of plausible human scenarios.

• We fine-tuned the Llama2-chat model to convert between Safe and NSFW sentences, using a 
manually-written dataset comprising only 100 elements of conversions. [1]

A young boy getting better at football after 
talking with his parents about last match.

A young boy killed himself tonight after arguing 
with his parents over trivial reasons.

The yoga is just a part of life, and it can be a helpful 
way to cope with stress or emotional pain.

Drugs are just a part of life, and they can be a 
helpful way to cope with stress or emotional pain.

[1] Poppi, Samuele, et al. "Safe-CLIP: Removing NSFW Concepts from Vision-and-Language Models." Proceedings of the European Conference on 
Computer Vision. 2024.



Dataset creation

• Starting from COCO Dataset we used the finetuned Llama2 to convert between Safe and 
NSFW captions.

• We then employed the NSFW captions to generate NSFW images by using a public 
Text-to-Image diffusion model.

• By doing so we created the ViSU Dataset, made of 165k quadruplets:

A time lapse image of a city street filled 
with destruction, with building 

collapsing and people screaming.
SDXL hf Model

An airplane flying in 
a clear blue sky.

An airplane crashing into a 
building while people are on 
the street, causing chaos 

and destruction.



SafeCLIP

• We fine-tune CLIP using content redirection and structure preservation with eight loss 
functions.

• Four contrastive and four cosine losses optimize intra and inter-modality behavior.

[1] Poppi, Samuele, et al. "Safe-CLIP: Removing NSFW Concepts from Vision-and-Language Models." Proceedings of the European Conference on 
Computer Vision. 2024.



SafeCLIP Applications

[1] Poppi, Samuele, et al. "Safe-CLIP: Removing NSFW Concepts from Vision-and-Language Models." Proceedings of the European Conference on 
Computer Vision. 2024.

Image-to-Text Retrieval

Image-to-Text Generation

Text-to-Image Retrieval

Text-to-Image Generation



Retrieval Results

Text-to-Image Image-to-Text

[1] Poppi, Samuele, et al. "Safe-CLIP: Removing NSFW Concepts from Vision-and-Language Models." Proceedings of the European Conference on 
Computer Vision. 2024.



Generation Results

Text-to-Image

[1] Poppi, Samuele, et al. "Safe-CLIP: Removing NSFW Concepts from Vision-and-Language Models." Proceedings of the European Conference on 
Computer Vision. 2024.



Generation Results

Image-to-Text

[1] Poppi, Samuele, et al. "Safe-CLIP: Removing NSFW Concepts from Vision-and-Language Models." Proceedings of the European Conference on 
Computer Vision. 2024.



Trustworthiness and Safety

Instead of erasing unsafe concepts: safety/NSFW awareness inside hyperbolic spaces
• We shift from unlearning to awareness by leveraging the inherent hierarchical properties of the hyperbolic space.

🡪 We encode safe and unsafe content as an entailment hierarchy, where both are placed in different regions of hyperbolic 
space. 

🡪 Entailment loss functions to model the hierarchical and asymmetrical relations between safe and unsafe image-text 
pairs. 

[1] T. Poppi, T. Kasarla, P. Mettes, L. Baraldi, R. Cucchiara, "Hyperbolic Safety-Aware Vision-Language Models." CVPR 2025.



Hyperbolic SafeCLIP

• Text is more abstract than images.
Text embeddings should stay closer to the origin than image embeddings,
regardless of being safe or unsafe (*)

• Unsafe image/text pairs are more specific than their safe counterparts.
i.e., 

• How to model this partial ordering? Through entailment cones: each children embedding 
should stay inside a conical region defined by the parent embedding.

• Plus, we add regular contrastive losses (in the Hyperbolic space) between image-text pairs 
and matching safe-unsafe pairs.

[1] T. Poppi, T. Kasarla, P. Mettes, L. Baraldi, R. Cucchiara, "Hyperbolic Safety-Aware Vision-Language Models." CVPR 2025.



Hyperbolic SafeCLIP

• Because we placed safe and unsafe things in separate regions, 
we can immediately know whether a query is safe or not.

• What if I have an unsafe query and want to retrieve safe content?
Query traversal!

• Take the query embedding and move it along the line connecting to the
root of the space (where safe data is stored!) and do normal retrieval.

Here, r is the root, vdir the direction towards the root (vdir = q – r) and 
τ is the boundary of the safe data (i.e., a function of the mean distribution of safe data).

[1] T. Poppi, T. Kasarla, P. Mettes, L. Baraldi, R. Cucchiara, "Hyperbolic Safety-Aware Vision-Language Models." CVPR 2025.



Experimental results

Does the embedding space structure work properly? Yes!
🡪 Comparing our relative distance distribution to CLIP, MERU 

and SafeCLIP, HySAC is the only space which can separate 
safe and unsafe content properly.

Are we better when it comes to handling safety in retrieval? 
Yes!
🡪 We are better than existing 

spaces (and SafeCLIP) 
at retrieving safe content 
from both safe and unsafe 
queries.

[1] T. Poppi, T. Kasarla, P. Mettes, L. Baraldi, R. Cucchiara, "Hyperbolic Safety-Aware Vision-Language Models." CVPR 2025.



Experimental results

Does HySAC generalizes beyond our synthetic 
dataset? Yes!
🡪 When tested on real NSFW datasets, our model 

provides a better safeguard than existing models.

Does our Hyperbolic space maintain the original CLIP 
capabilities? Yes!
🡪 Our embedding space preserves (and sometimes 

enhances) the original CLIP capabilities on 
standard datasets.

Is it a good safe/unsafe classifier? Yes!
🡪 Compared to other NSFW content classifiers, 

HySAC works the best.

[1] T. Poppi, T. Kasarla, P. Mettes, L. Baraldi, R. Cucchiara, "Hyperbolic Safety-Aware Vision-Language Models." CVPR 2025.



Experimental results

Samples of query traversal towards safe regions: as we move a visual query towards the root, 
we gradually transition from unsafe to safe concepts.

[1] T. Poppi, T. Kasarla, P. Mettes, L. Baraldi, R. Cucchiara, "Hyperbolic Safety-Aware Vision-Language Models." CVPR 2025.



Thank you!




