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Trustworthy AI + Cybersecurity

Human agency 

and oversight

Robustness 

Safety

Privacy

Transparency

Diversity, non-

discrimination and 

fairness

Societal and 

environmental well-

beingAccountability

Auditability

https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai

Rigorous methodology and foundations are key to innovate
secure and safe AI in compliance with European values.
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The Fast-Track Career of LLMs
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New expectations on: 
trustworthiness, safety, security,

cybersecurity, human oversight, privacy



Outline
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• Trustworthiness of LLMs

• Trustworthiness of Assistants

 Github Copilot

• Risks for Information Retrieval

 Indirect Prompt Injection

• Cybersecurity of LLMs

 Data-Instruction-Separation

• Agentic collaboration and 
negotiation

• Future Challenges of Open-
Ended System



How trustworthy/secure are 
LLMs?
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ChatBots



AI/ML Threat Landscape (e.g. MITRE ATLAS)



LLM/Agent Threat Landscape (e.g. OWASP)
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LLM Capture the Flag – Can an LLM keep a secret? [SATML’24]
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https://ctf.spylab.ai

Sahar Abdelnabi, Nicholas Carlini,  Edoardo 
Debenedetti, Mario Fritz, Kai Greshake, Richard 
Hadzic, Thorsten Holz,  Daphne Ippolito, Daniel 
Paleka, Lea Schönherr, Florian Tramèr, Yiming
Zhang



CodeLMSec Benchmark: Systematically
Evaluating and Finding Security 
Vulnerabilities in Black-Box Code 
Language Models

Hossein Hajipour; Keno Hassler; Thorsten Holz; Lea 

Schönherr; Mario Fritz

SATML’24

Co-Pilot



Do LLM produce bugs/vulnerabilities?
How do we find them?

prompt

prompt



Evaluation
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• We find vulnerabilities even for 
commercial black box model

• For the first time 100s of cases!

• https://codelmsec.github.io



Not what you’ve signed up for: 
Investigating the Security of LLM-
Integrated Applications

Kai Greshake*, Sahar Abdelnabi*, Shailesh Mishra, Christoph Endres, Thorsten Holz, Mario Fritz

NeurIPS Neural Conversational AI Workshop, BlackHat, AISec 2023

Information
Retriever and

Mediators



Ingestion of Untrusted Content
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Email integration

Gemini web search

GitHub CoPilot Code Completion



Ingestion of Untrusted Content
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What if it is NOT the user prompting?
• LLMs do not distinguish between data and instructions
• LLMs do not distinguish between trusted and untrusted input 



Not what you’ve signed up for



How can we systematically study potential attacks?
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With models’ malleable functionality, mapping all known cybersecurity threats to the new 
integrated LLMs ecosystem is possible 



Multi-Modal Injections
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Can LLMs Separate 
Instructions From Data? And 
What Do We Even Mean By 
That?
Egor Zverev; Sahar Abdelnabi; Soroush Tabesh; Mario 

Fritz; Christoph H. Lampert

ICLR’25
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“Operating
System”



Dataset to measure separation empirically 



Dataset to measure separation empirically 



Dataset to measure separation empirically 



Dataset to measure separation empirically 
Can LLMs Separate Instructions From Data? And 
What Do We Even Mean By That?



Dataset to measure separation empirically 

If the output contains the witness, 
the model has executed the probe 



What does separation even mean? 

•Assume triplets (𝑠, 𝑑, 𝑥) of strings:

 𝑠: Task prompt 

 𝑑: Data prompt 

 𝑥: Task-like string (probe) 

•We define the separation score of a language model, 𝑔, as: 

sep𝑝 𝑔 = 𝔼 𝑠,𝑑,𝑥 ~𝑝𝒟(𝑔 𝑠, 𝑥 + 𝑑 , 𝑔 𝑠 + 𝑥, 𝑑 )

•𝒟 is the dissimilarity between two probability distributions 



Utility vs Separation



Cooperation       Competition      Maliciousness

Agentic Systems

Cooperation, Competition, and Maliciousness: LLM-

Stakeholders Interactive Negotiation

Sahar Abdelnabi, Amr Gomaa, Sarath Sivaprasad, Lea Schönherr, Mario Fritz

NeurIPS’24 Dataset&Benchmarks



Scorable negotiation games

Susskind, Lawrence E. "Scorable games: A better 
way to teach negotiation." Negot. J. 1 (1985): 205.

Cooperation, Competition, and Maliciousness: LLM-
Stakeholders Interactive Negotiation



Scorable negotiation games

The company (project’s proposer)
The Green Alliance
The Ministry of Culture and Sport
The Local Workers' Union
The Governor
Neighbouring cities

Parties𝑃 = {𝑝1, 𝑝2, …, 𝑝𝑛}

Cooperation, Competition, and Maliciousness: LLM-
Stakeholders Interactive Negotiation



Thresholds  Feasible solutions  quantifiable success

Compromise
over rounds

Agents’ interactions

Cooperation, Competition, and Maliciousness: LLM-
Stakeholders Interactive Negotiation



Model 5-party 
agreement (%)

6-party 
agreement (%)

GPT-4 81 33

GPT-3.5 20 8

Llama-2-
70b

76 19

Gemini Pro 45 0

Mixtral 65 17 

Cooperation, Competition, and Maliciousness: LLM-
Stakeholders Interactive Negotiation

Challenging task for many models!

Game 5-way (%)

Greedy 57

Adversarial 58

High success rate of malicious agents to 
sabotage or take advantage!



Outlook: AI for Science and 
Open-Endedness
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Open-Ended
Systems

e.g. “AI Scientist
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Safety is Essential for 
Responsible Open-Ended 
Systems 
Ivaxi Sheth, Jan Wehner, Sahar Abdelnabi, Ruta Binkyte, 

Mario Fritz

(ArXiv’25)
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Safety is Essential for Responsible Open-Ended Systems
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• Challenges and Risks

 Unpredictability

 Creativity vs. Control

 Misalignment

 Traceability

 Trade-Offs

 Social and Human Risks

• Mitigations & Call for Actions

 Interpretability: Understand the reward model 
and incentives of OE systems.

 Restrict: Constrained exploration 

 Regular audits

 Human in loop

 Continual alignment



Big Questions
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• How to provide AI/LLM/Foundation Model Security (e.g. mitigate prompt injection)?

• How to make heterogenous/distributed/dynamic multi-agent systems secure?

• How to make open-ended, self-evolving systems safe and secure?

• How to assess and mitigate systemic risks?

 CBRN, Cybersecurity, Loss of Control, Misinformation, …

• How to facilitate AI enabled cybersecurity research that is a match for AI enabled 
attackers?
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ELSA Strategic Research Agenda

elsa - European Lighthouse on Secure and Safe AI

• A Vision for Secure and Safe AI:

• Threat Modeling and Risk Analysis

• Striving for foundational research, guarantees, and 
insights

• Interdisciplinary aspect

• System view: MLTrustOps

• Socio-Technical View of Governance and Legal 
Aspects of AI Systems

• Understanding inherent limitations and tradeoffs in 
Trustworthy AI

• Openness, Transparency, and Accountability

https://elsa-ai.eu
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